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ABSTRACT

Recent transcriptome studies have revealed that a
large number of transcripts in mammals and other
organisms do not encode proteins but function as
noncoding RNAs (ncRNAs) instead. As millions of
transcripts are generated by large-scale cDNA and
EST sequencing projects every year, there is a need
for automatic methods to distinguish protein-coding
RNAs from noncoding RNAs accurately and quickly.
We developed a support vector machine-based
classifier, named Coding Potential Calculator
(CPC), to assess the protein-coding potential of a
transcript based on six biologically meaningful
sequence features. Tenfold cross-validation on the
training dataset and further testing on several large
datasets showed that CPC can discriminate coding
from noncoding transcripts with high accuracy.
Furthermore, CPC also runs an order-of-magnitude
faster than a previous state-of-the-art tool and has
higher accuracy. We developed a user-friendly
web-based interface of CPC at http://cpc.cbi.pku.
edu.cn. In addition to predicting the coding potential
of the input transcripts, the CPC web server also
graphically displays detailed sequence features and
additional annotations of the transcript that may
facilitate users’ further investigation.

INTRODUCTION

Recent transcriptome studies have revealed that a large
number of transcripts in mammals and other organisms
do not encode proteins but function as noncoding RNAs
(ncRNAs) instead. In vivo experiments have demonstrated
important biological roles of noncoding RNAs, includ-
ing regulation of transcription and translation, RNA

modification and epigenetic modification of chromatin
structure (1–3). There is immense interest within the
biological community to identify and study new noncod-
ing RNAs.
As millions of transcripts are generated by large-scale

cDNA and EST sequencing projects every year, there is a
need for automatic methods to accurately and quickly
distinguish protein-coding RNAs from noncoding RNAs.
Since to date no web server and few standalone tools have
been designed for this purpose, researchers sometimes
used tools developed for other purposes such as cDNA
annotation and functionally domain identification (4–12).
However these methods showed varied performance on
different datasets (12,13). Recently a new algorithm and
standalone software named CONC was published that
classifies transcripts as ‘coding’ or ‘noncoding’ using
machine learning methods (13). CONC showed improved
performance over previous tools such as ESTScan (6).
However, CONC is slow for large datasets and does not
have a web-server interface, limiting its usefulness. It
works well with high-quality transcripts but may suffer
from errors such as frameshifts which are common in
ESTs and even occur occasionally in full-length
cDNAs (11). Furthermore, CONC only outputs the
‘coding’/‘noncoding’ classification but does not provide
an explanation or related information. New tools are
desired that are more accurate, run faster, and have a
more user-friendly web-based interface.

METHODS

To assess a transcript’s coding potential, we extract six
features from the transcript’s nucleotide sequence. A true
protein-coding transcript is more likely to have a long and
high-quality Open Reading Frame (ORF) compared with
a non-coding transcript. Thus, our first three features
assess the extent and quality of the ORF in a transcript.
We use the framefinder software (14) to identify the
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longest reading frame in the three forward frames. Known
for its error tolerance, framefinder can identify most
correct ORFs even when the input transcripts contain
sequencing errors such as point mutations, indels and
truncations (14,15). We extract the LOG-ODDS SCORE
and the COVERAGE OF THE PREDICTED ORF as
the first two features by parsing the framefinder raw
output with Perl scripts (available for download from the
web site). The LOG-ODDS SCORE is an indicator of the
quality of a predicted ORF and the higher the score, the
higher the quality. A large COVERAGE OF THE
PREDICTED ORF is also an indicator of good ORF
quality (14). We add a third binary feature, the
INTEGRITY OF THE PREDICTED ORF, that indi-
cates whether an ORF begins with a start codon and ends
with an in-frame stop codon.
The large and rapidly growing protein sequence

databases provide a wealth of information for the
identification of protein-coding transcript. We derive
another three features from parsing the output of
BLASTX (16) search (using the transcript as query,
E-value cutoff 1e-10) against UniProt Reference Clusters
(UniRef90) which was developed as a nonredundant
protein database with a 90% sequence identity threshold
(17). First, a true protein-coding transcript is likely to
have more hits with known proteins than a non-coding
transcript does. Thus we extract the NUMBER OF HITS
as a feature. Second, for a true protein-coding transcript
the hits are also likely to have higher quality; i.e. the HSPs
(High-scoring Segment Pairs) overall tend to have lower
E-value. Thus we define feature HIT SCORE as follows:

Si ¼ mean
j

� log10 Eij
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where Eij is the E-value of the j-th HSP in frame i, Si

measures the average quality of the HSPs in frame i and
HIT SCORE is the average of Si across three frames. The
higher the HIT SCORE, the better the overall quality of
the hits and the more likely the transcript is protein-
coding. Thirdly, for a true protein-coding transcript most
of the hits are likely to reside within one frame, whereas
for a true non-coding transcript, even if it matches certain
known protein sequence segments by chance, these chance
hits are likely to scatter in any of the three frames.

Thus, we define feature FRAME SCORE to measure the
distribution of the HSPs among three reading frames:

FRAME SCORE ¼ variance
i2f0,1,2g

Sif g ¼

P2
i¼0 Si � �S

� �2
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The higher the FRAME SCORE, the more concen-
trated the hits are and the more likely the transcript is
protein-coding.

We incorporate these six features into a support vector
machine (SVM) machine learning classifier (18). Mapping
the input features onto a high-dimensional feature space
via a proper kernel function, SVM constructs a classifica-
tion hyper-plane (maximum margin hyper-plane) to
separate the transformed data (18). Known for its high
accuracy and good performance, SVM is a widely used
classification tool in bioinformatics analysis such as
microarray-based cancer classification (19,20), prediction
of protein function (21,22) and prediction of subcellular
localization (23,24). We employed the LIBSVM package
(25) to train a SVM model using the standard radial basis
function kernel (RBF kernel). The C and gamma
parameters were determined by grid-search in the training
dataset. We trained the SVM model using the same
training data set as CONC used (13), containing 5610
protein-coding cDNAs and 2670 noncoding RNAs.

EVALUATION

We evaluated our method, named Coding Potential
Calculator (CPC), by 10-fold cross-validation on the
training data sets. The accuracy was 95.77%. For further
evaluation we tested CPC on three large datasets including
two non-coding RNA datasets from the Rfam 7.0
database (26) and RNAdb databank (27), respectively,
and a protein-coding RNA dataset from the EMBL
nucleotide databank based on cross-links to the UniProt/
SwissProt protein knowledgebase (17,28). We recorded
the accuracy and computation time of CPC in Table 1,
and compared it with CONC (version 1.01 downloaded
from the authors’ website http://cubic.bioc.columbia.edu/
�liu/conc/ and installed locally). Both CPC and CONC
were run in a Linux box with Intel Xeon 3.0G CPU and
4G RAM. Overall, CPC showed better accuracy on all
three datasets with an order-of-magnitude faster speed
(Table 1). For more stringent evaluations we removed

Table 1. Evaluation of accuracy and CPU time of CPC and CONC on three datasets

Dataset Dataset type Dataset sizea Accuracy Time (min)

CPC CONC CPC CONC

Rfam Noncoding 30 770 98.62% 97.12% 3513 46 376
RNADB Noncoding 3996 91.50% 85.44% 598 7322
Embl cds Coding 121 914 99.08% 98.70% 69 116 826 210b

aCONC focuses on sequences with at least 80 nucleotides and assumes shorter sequences unlikely to have coding potential. CPC does not make this
assumption and has similar performance on shorter sequences, but to make a direct comparison here we shows results only on sequences with at least
80 nucleotides.
bBecause the required CPU time is long, the dataset was split and run on 24 nodes in parallel. The reported CPU time was the sum of execution time
on individual nodes.
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those sequences in the three test datasets that were similar
to one or more sequences in the training set (BLASTN
E-value cutoff 1e-2) and tested CPC on the remaining
sequences. We also tested CPC on new entries in the latest
UniRef90 release (version 10.1) which were not included
in the previous release used to train CPC (version 9.4).
In both cases the accuracy of CPC remained high
(see section ‘More Stringent Evaluation’ and Table S1 in
Supplementary Data).

We then compared CPC with other prediction algo-
rithms following the same evaluation strategy proposed by
Frith et al. (12). The results showed that CPC had the
highest consistency with expert curation and performed
well for the six challenging cases hand-picked by Frith
et al. (12) (see section ‘Comparison with other protein-
prediction algorithms following Frith et al.’ and Table S2
in Supplementary Data). CPC was also able to accurately
predict 92% of the 2,849 short peptides with less than 100
amino acids (see section ‘Performance on Short Peptides’
in Supplementary Data).

WEB SERVER

We developed a user-friendly web interface for CPC
(http://cpc.cbi.pku.edu.cn). The CPC web server accepts a
set of nucleotide FASTA sequences as input (allowing
symbols ‘A’, ‘T’, ‘G’, ‘C’, and ‘U’). The sequences can be
pasted directly into the input box or uploaded from a local
sequence file. By default, the CPC server runs in
‘interactive mode’ in that results will be shown in the
browser once the computation is finished. For a large set
of sequences the user can input an email address to run
his/her job in ‘batch mode’. The server will send a notice
to the user’s mailbox upon completion of the job. A
unique ‘Task ID’ (TID) is assigned to each job by the web
server. Users can use TID to track the job progress
and retrieve the results which are saved on the server for
1 week.

CPC summarizes the main output in a table (Figure 1a).
Each row corresponds to one input sequence. The
columns show the sequence ID, the coding/noncoding
classification, the SVM score (the ‘distance’ to the SVM
classification hyper-plane in the features space), and a
‘Details’ link (as described later). In general, the farther
away the score is from zero, the more reliable the
prediction is. As a rule of thumb from our experience,
the transcripts with score between �1 and 1 are marked as
‘weak noncoding’ or ‘weak coding’. Results in the
summary table can be sorted interactively by sequence
id, coding/noncoding classification, and SVM score; they
can also be filtered by coding/noncoding classification,
and SVM score.

The current version of CPC cannot accurately discri-
minate transcripts falling entirely within UTR regions
from true non-coding transcripts, because neither of them
produces amino acid sequences. To handle this limitation,
CPC provides the users the option to search database
of known UTR sequences, UTRdb (32), using BLAST
(see section ‘Recognizing Potential UTR regions’ and
Figure S1 in Supplementary Data).

To ‘explain’ why a transcript is classified as coding or
noncoding, CPC server provides detailed supporting
evidence and other related sequence features of the input
transcript in an Evidence page (Figure 1b). The Evidence
page shows the six features of the transcript, color coded
for better visualization. It shows graphically the putative
ORF identified by framefinder and the BLASTX hits.
Mousing over, users can view details of each ORF and
BLASTX hits. The Evidence page also provides options
for querying the input transcript against well-annotated
database, such as the functional domain database Pfam
(29), SMART (30) and SuperFamily (31), UTRdb (32)
and ncRNA database RNAdb (27). The Evidence page
aims to facilitate the user’s detailed investigation of the
transcript.
We developed the CPC web server on a Java platform

using JSP to render the dynamic HTML pages and
Apache/Tomcat as the J2EE container. The web site is in
compliance with W3C XHTML 1.0 Strict specification
and works in both the Microsoft Internet Explorer and
Mozilla Firefox browsers. A standalone version of the
software is freely available for download on the web site,
distributed under GNU GPL. A parallel version with
simple distributed computing support is available upon
request.

DISCUSSION

With the rapidly increasing amount of data generated by
large-scale transcriptome sequencing and intensifying
attention on the study of noncoding RNAs, methods
that can discriminate noncoding RNAs from protein-
coding ones with high reliability and fast speed are
important. Integrating multiple sequence features with
biological significance, CPC is shown to have good
accuracy in both cross-validation and several test datasets.
It also runs an order-of-magnitude faster than the
previous state-of-the-art tool, and thus is more suitable
for high-throughput analysis. CPC uses far fewer features
than CONC does (6 versus 180) but achieved comparable,
even better, performance in the evaluation. The results
demonstrated that the sequence features used by CPC
have powerful discriminating power and may reflect the
intrinsic properties of coding transcript. Using fewer,
sequence-based features also significantly reduced com-
puting cost, thus removing a hurdle for a web server to be
developed. Additional information such as potential
functional domains and similarity to known UTR regions
or ncRNA is useful to users. This and other supplemen-
tary information is available in the Evidence pages of
CPC, making the results of CPC more easily interpretable
and biology-meaningful.

SUPPLEMENTARY DATA

Supplementary data are available at NAR Online.
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Figure 1. Screenshots of CPC output. (a) Results are summarized in a ‘Table View’. (b) Sequence features and additional annotations of an input
transcript are shown in an Evidence page. Users can mouse over or click to see more details.
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